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The development of deep Convolutional Neuron Networks (CNN) has brought a long step forward 
to the problem of supervised classification, particularly in images [1] . However, these methods 
suffer of long training and testing times, requiring the use of GPUs and highly parallel processing. 
Typically, they consist of taking a large dataset of images and, assuming position invariant of the 
image statistics, learn filter banks that optimize the representation of the images.
On the other hand, the second order statistics of images have been shown to be position dependent 
[2,3], and more recently, also third and fourth order statistics have been shown to depend on the 
position in the visual field [4]. In the application side, grid based approaches have been shown to be
highly efficient in representation and classification of the gist of images [5] .

In autonomous vehicles, the semantic classification of the environment (city, high-way, country 
side, etc) is crucial for the successful control of the system, furthermore, it should be in real time to 
contribute to a save driving mode.
To solve this problem, in this project we will study the impact of grid based approaches on CNNs, 
their performance and their computational cost on semantic classification of images taken from a 
camera embedded in a vehicle [6].
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