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While medical imaging is now an integral part of clinical practice, the quantitative analysis of 
images produced is a major problem. The mass of data generated increases every day while 
the manual analysis of medical images is long and tedious. At the time of BigData and Cloud 
Computing, it is important to offer robust and accurate methods to automatically extract 
useful information from medical images. 
 
In this project, the candidates will focus on multiple sclerosis (MS). MS lesion segmentation 
is crucial for evaluating disease burden, determining disease progression and measuring the 
impact of new clinical treatments. MS lesions can vary in size, location and intensity, making 
automatic segmentation challenging. In the past, we proposed methods to address this 
problem (Guizard et al. 2015). Recently, several deep learning (DL) methods have been 
successfully applied to this problem (Brosch et al. 2016, Kamnitsas et al. 2017, Valverde et 
al. 2017). Last challenge on MS lesions extraction demonstrated the efficiency of DL for such 
task (http://wmh.isi.uu.nl). 
 

 
Example of multimodal MRI and result of the lesion segmentation  

obtained with our method (Guizard et al. 2015). 
 
Objectives of the project: 
 

• To propose a review of current DL methods applied to MS lesions segmentation 
• To implement some of them, especially top-ranked methods in the MS challenge 

(http://wmh.isi.uu.nl).  
• To propose improvements of the studied DL methods 
• To validate the proposed method on provided clinical datasets. 

3.2.2. MSGC testing dataset
The segmentation of the MSGC testing dataset was performed using

the whole cohort of training subjects in the template library (20 × 2 =
40)with the sameparameters as those used for the training experiment
except for the pre-selection number that was set to 40. Our segmenta-
tion results were interpolated back to their original space and then
uploaded to the MSGC website, where an objective independent auto-
matic evaluation was performed. The MSGC provides a results archive,
allowing us to compare the performance of our method with other
groups. The results are summarized in Table 3.

At the time of writing, RMNMS held the best result with an overall
average summary score of 86.1 (note that 90 corresponds to a segmen-
tation accuracy reaching human expert inter-rater variability). While
RMNMS holds the best results for VolD and SurfD, this advantage is
not statistically significant compared to Souplet et al. (2008); Geremia
et al. (2011) and LesionTOADS; however RMNMS has a significantly
lower FPR when compared to these methods.

4. Discussion

In this article, we proposed a newmethod to detectMS lesions using
a training library containing T2W and FLAIR images along with manual
T2W lesion masks. Our adaptation of the increasingly popular NLM
segmentation method to MS lesions identification with a new multi-

contrast and RI distance measure has proven to be highly competitive
in our internal validation and in an independent comparison. On a
large clinical dataset of 108 RRMS patient, the best compromise be-
tween sensitivity, specificity and computation time using leave-one-
out cross-validation was obtained with a patch radius of 1 voxel, a
search area radius of 5 voxels and a pre-selection of 50 subjects (median
results: DSC= 60.1 ± 16.4%, TPR= 75.4 ± 15.7%, PPV= 55.0 ± 20.1%,
VolD= 33.5 ± 68.9%, LTPR= 79.8 ± 14.6% and LPPV= 85.7 ± 24.2%).
Given the large RRMS cohort size and variability (e.g. lesion load, age,
sex, MRI protocols and scanner brand), these results rank among the
best in theMS segmentation literature (Lladó et al., 2012). Furthermore,
when compared to the state-of-the-artmethodswith the publicly avail-
able MSGC dataset used during the 2008MICCAI challenge, the RMNMS
yields highly competitive segmentation accuracy (best score, 86.11)
and produced segmentations that are comparable to the inter-rater
variability.

Our voxel-wise analysis showed promising resultwith respect to the
ability to automatically define the volume and the boundary of the MS
lesions. Moreover, our ability to segment MS lesions is relatively inde-
pendent of the patient's lesion load and lesion location.We also investi-
gated the ability of RMNMS to detect the presence of lesions as lesion-
wise measures are often more clinically relevant. For example, lesion
count is often used for diagnosis and the evaluation of treatment effect.
In this aspect, RMNMS shows a great ability to detect the presence of

Fig. 10. Segmentation results for 3 RRMS cases. a) The largest (48.8 ml), b) median (7.9 ml and c) the smallest (0.5 ml) lesion load of the cohort. The figure shows axial slices (“z” is the
z-coordinate in mm in the MNI space) for T2W, FLAIR and T1W combined with the automatic RMNMS segmentation (“T1W + RMNMS”) and 3D rendering of the segmentations
(orientation is defined such as F = frontal, P = posterior, R = surgical right and L = surgical left). The overlapping voxels (TP) with the manual segmentation are represented in
green, while the false positives (FP) are yellow and the false negatives (FN) are red. The green circle highlights the TP of the unique lesion for subject “c”. The experiment was conducted
with a patch radius of 1 voxel, a search area radius of 5 voxels and a pre-selection of 50 training subjects on the 108 RRMS subjects.
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Profile of the candidate: 
 
The candidate (diploma of engineering school or Master 2) should be a specialist in deep 
learning and machine learning. She/He will have skills in image processing and 
programming. Interest in medical imaging is a plus. A good experience of Python, Keras and 
tensorflow is recommended. A good English reading/writing is also a key element. 
 
To apply, send a file containing CV, list of publications (if possible), motivation letter, 
transcripts, defense report (if possible) as well as any documents likely to strengthen the 
application. 
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