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a b s t r a c t

We compare fast black-box boundary element methods on parametric surfaces in R
3. These are the adap-

tive cross approximation, the multipole method based on interpolation, and the wavelet Galerkin

scheme. The surface representation by a piecewise smooth parameterization is in contrast to the com-

mon approximation of surfaces by panels. Nonetheless, parametric surface representations are easily

accessible from computer aided design (CAD) and are recently topic of the studies in isogeometric anal-

ysis. Especially, we can apply two-dimensional interpolation in the multipole method. A main feature of

this approach is that the cluster bases and the respective moment matrices are independent of the geom-

etry. This results in a superior compression of the far-field compared to other cluster methods.

� 2013 Elsevier B.V. All rights reserved.

1. Introduction

Many problems arising in science and engineering can be for-

mulated in terms of boundary integral equations. Despite colloca-

tion and Nyström methods, the boundary element method (BEM)

is a common way for the treatment of the occurring boundary inte-

gral operators, see [18,34,36]. Since in general the underlying

boundary integral operator is non-local, as for instance for the La-

place equation, for the Helmholtz equation or for the heat equa-

tion, all referred methods will lead to linear systems with fully

populated system matrices. Thus, the numerical solution of such

problems requires large amounts of time and computation

capacities.

To overcome this obstruction, in the last decades several ideas

for the efficient approximation of the discrete system have been

developed. They all exploit the fact that the system matrices exhi-

bit a certain compressibility property. Most prominent examples of

such methods are the fast multipole method [14], panel clustering

[19], the wavelet Galerkin scheme [5,10,31], and the adaptive cross

approximation [2]. These discretization methods end up with lin-

ear or almost linear complexity, i.e. up to a poly-logarithmic factor,

with respect to the number of boundary elements.

In this article, we compare the different approaches, namely the

Wavelet Galerkin Scheme (WGS) [10], the interpolated Fast Multi-

pole Method (FMM) as proposed in [12,30,15] and the Adaptive

Cross Approximation (ACA) [2,4]. The FMM and the ACA are used

in the framework of the hierarchical matrix representation [16]

for the low-rank approximation of the respective matrix blocks,

whereas the WGS is strongly related with an adaptive sparse grid

approach [7]. In the present comparison we are interested in both,

the computational performance and the approximation power of

the different approaches with respect to the solution of boundary

integral equations.

Our particular realizations are based on a parametric surface

representation by four-sided patches. Such parametric surface rep-

resentations can be obtained directly from computer aided design

(CAD). They are recently studied in the context of isogeometric

analysis [27] and wavelet boundary element methods in [20,21].

As we will see, one major advantage of parametric surfaces stems

from the fact that more geometric information is available, which

can therefore be exploited in the discretization. Especially, no dif-

ficulties arise if geometric entities occur in the kernel function, like

the normal or tangents, as for example in the double layer operator

or the adjoint double layer operator.

A further specialty of all of our fast boundary element methods

is that they can be regarded as black-box algorithms for the dis-

cretization of Hilbert–Schmidt operators since there is no explicit

knowledge of the integral kernel presumed except for the smooth-

ness apart from the diagonal. Specifically, we propose a completely

new multipole algorithm based on the parametric representation

of the surface. In this algorithm, we exploit the fact that the surface

is a R
2-manifold and so the problem is inherently two-dimen-

sional. This results in a dramatic reduction of the computational ef-

fort. The achieved compression in the case of a polynomial

expansion of the kernel function is even better than that of H2-

matrices, cf. [15].
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This article is organized as follows. At first, in Section 2, we

introduce the surface representation under consideration. Result-

ing from this representation, the mesh generation is straightfor-

ward. In Section 3, we consider the boundary integral equations

and their properties. The respective Galerkin discretization is per-

formed in Section 4. Then, Section 5 is dedicated to the FMM. Here,

we present our new algorithm which perfectly fits the framework

of parametric surfaces. Section 6 is concerned with the ACA and the

specific consequences for the convergence theory of the method in

view of the simplified interpolation on the two-dimensional refer-

ence domain. Section 7 gives a survey of the WGS. The numerical

comparison of FMM, ACA and WGS is performed in Section 8.

The conclusion is stated in Section 9. Finally, in the Appendix A,

we show that the standard kernel estimates imply our specific

kernel estimates from Section 3.

In the following, in order to avoid the repeated use of generic

but unspecified constants, by CKD we mean that C can be

bounded by a multiple of D, independently of parameters which

C and D may depend on. Obviously, CJD is defined as DKC,

and C � D as CKD and CJD.

2. Surface representation

Let X � R
3 be the computational domain whose piecewise

smooth surface C :¼ @X is globally Lipschitz continuous. We con-

struct a piecewise smooth parameterization of the surfaceC as fol-

lows. Let � :¼ ½0;1�2 denote the unit square. We subdivide the

given manifold C into several smooth patches

C ¼ [M
i¼1Ci;

where the intersection Ci \ Ci0 consists at most of a common vertex

or a common edge for i– i
0
. Then, for each patch, there exists a

smooth diffeomorphism

ci : � ! Ci with Ci ¼ cið�Þ for i ¼ 1;2; . . . ;M:

In fact, for our analysis, we will later need that these diffeomor-

phisms are also analytic functions. Moreover, to obtain a regular

mesh, we impose the following matching condition: there exists a

bijective, affine mapping N : � ! � such that for each x ¼ ciðsÞ on
a common edge of Ci and Ci0 ; it holds ciðsÞ ¼ ðci0 � NÞðsÞ. This means,

on a common edge the parameterizations ci and ci0 coincide except

for orientation.

In the following we will also refer to the surface measure of the

diffeomorphisms ci. On the patch Ci, it will be denoted by

jiðsÞ :¼ k@s1ciðsÞ � @s2ciðsÞk2: ð2:1Þ

The proposed surface representation yields an exact representation

of the surface which is in contrast to the common approximation of

surfaces by panels. Especially, there is no further approximation

step required if the surface is given in this form. As a result, the rate

of convergence is not limited by the accuracy of the surface

approximation.

Many of these parametric surfaces are available as technical sur-

faces generated by tools from computer aided design (CAD). The

most common geometry representation in CAD is defined by the

IGES (Initial Graphics Exchange Specification) standard. Here, the

initial CAD object is a solid, bounded by a closed surface that is gi-

ven as a collection of parametric surfaces which can be trimmed or

untrimmed. An untrimmed surface is already a four-sided patch,

parameterized over a rectangle. Whereas, a trimmed surface is just

a piece of a supporting untrimmed surface, described by boundary

curves. There are several representations of the parameterizations

including B-splines, NURBS (nonuniform rational B-Splines), sur-

faces of revolution, and tabulated cylinders [26].

In [21], an algorithm has been developed to decompose a tech-

nical surface, described in the IGES format, into a collection of

parameterized four-sided patches, fulfilling all the above require-

ments. In [20,22], the algorithm has been extended to molecular

surfaces. Fig. 2.2 visualizes three parameterizations which satisfy

the present requirements.

With the surface representation at hand, it is easily possible to

generate a nested sequence of meshes on the surface C. A mesh Qj

on level j for C is induced by dyadic subdivisions of depth j of the

unit square into 4j congruent squares, each of which is lifted to C

by the associated parameterization ci (see Fig. 2.1 for a

visualization).

The above procedure yields a nested and quad-tree structured

sequence Q0 � Q1 � � � � � QJ of meshes consisting of Nj ¼ 4jM ele-

ments on level j. We will refer to the particular elements as Ci;j;k

where i is the index of the applied parameterization ci; j is the level

of the element and k is the index of the element in hierarchical or-

der. To simplify the notation we will also denote the triple ði; j; kÞ
by k :¼ ði; j; kÞ with jkj :¼ j.

It is moreover convenient to refer to Ci;j;k also as a cluster. In this

case we think of Ci;j;k as the union fCi;J;k0 : Ci;J;k0 � Ci;j;kg, i.e. the set

of all tree leafs appended to Ci;j;k or its sons. Furthermore, we de-

note the collection of all clusters, the cluster tree, by T . A scheme

for the subdivisions of the patch Ci up to level 2 is shown in

Fig. 2.3.

3. Problem formulation

We shall consider boundary integral equations on the closed,

parametric surface C :¼ @X of a given three-dimensional Lipschitz

domain X:

ðAuÞðxÞ ¼
Z

C

kðx; yÞuðyÞdry ¼ f ðxÞ: ð3:2Þ

Fig. 2.1. Surface representation and mesh generation.
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Herein, the boundary integral operator A is an operator of order 2q,

which means that it maps HqðCÞ continuously and one-to-one onto

H�qðCÞ. The kernel functions under consideration are supposed to

be smooth as functions in the variables x and y, apart from the diag-

onal fðx; yÞ 2 C� C : x ¼ yg and may have a singularity on the diag-

onal. Such kernel functions arise, for instance, by applying a

boundary integral formulation to a second order elliptic problem

[34,36]. In general, they decay like a negative power of the distance

of the arguments which depends on the order 2q of the operator

and the spatial dimension.

The variational formulation of the boundary integral equation

(3.2) is given as follows:

Find u 2 HqðCÞ such that

ðAu; vÞL2ðCÞ ¼ ðf ;vÞL2ðCÞ for all v 2 HqðCÞ: ð3:3Þ

If we insert the parameterizations, the bilinear form reads as

ðAu; vÞL2ðCÞ ¼
Z

C

Z

C

kðx; yÞuðyÞvðxÞdrydrx

¼
XM

i;i0¼1

Z

�

Z

�

ki;i0 ðs; tÞu ci0 ðtÞð Þv ciðsÞð Þdt ds

and the linear form reads as

ðf ; vÞL2ðCÞ ¼
Z

C

f ðxÞvðxÞdrx ¼
XM

i¼1

Z

�

f ciðsÞð Þv ciðsÞð ÞjiðsÞds:

Here, the kernels ki;i0 denote the transported kernel functions

ki;i0 : ��� ! R;

ki;i0 ðs; tÞ :¼ k ciðsÞ; ci0 ðtÞð ÞjiðsÞji0 ðtÞ

)
i; i

0 ¼ 1;2; . . . ;M: ð3:4Þ

Since the kernel kðx; yÞ is in general asymptotically smooth, the ana-

lyticity of the parameterizations fcigMi¼1 give rise to a decay estimate

for the transported kernel function which is quite similar to (10.25).

Definition 3.1. A kernel function kðx; yÞ is called analytically

standard of order 2q if constants ck > 0 and rk > 0 exist such that

the partial derivatives of the transported kernel functions ki;i0 ðs; tÞ
are uniformly bounded by

j@as@b
t ki;i0 ðs; tÞj 6 ck

ðjaj þ jbjÞ!
rjajþjbj
k

kciðsÞ � ci0 ðtÞk
�ð2þ2qþjajþjbjÞ
2 ð3:5Þ

provided that 2þ 2qþ jaj þ jbj > 0.

Remark 3.2. The parameterizations provide patchwise smooth-

ness. Hence, under these assumptions, most kernels of boundary

integral operators A of order 2q are analytically standard of order

2q. Indeed, in the Appendix A, we present a proof of this statement.

In the context of the Galerkin scheme, it will be convenient to

have also access to the localized kernel functions. Let

�j;k :¼ c�1
i ðCi;j;kÞ be the kth element of the subdivided unit square

on level j and define the affine mapping

sj;k : � ! �j;k for j ¼ 0;1; . . . ; J and k ¼ 0;1; . . . ;4jM � 1

via dilatation and translation. Then, the localized kernel functions

are given by

kk;k0 ðs; tÞ :¼ k ckðsÞ; ck0 ðtÞ
� �

jkðsÞjk0 ðtÞ; ð3:6Þ

with the localized parameterizations ck :¼ ci � sj;k and the corre-

sponding surface measures jk :¼ 2�2jji � sj;k with ji defined in

(2.1). An illustration of the mappings ck is given by Fig. 3.4.

In the following we will only consider the localized kernel func-

tions. The following proposition is an immediate consequence of

the fact that @assj;kðsÞ ¼ 2�j if jaj ¼ 1 and @assj;kðsÞ ¼ 0 if jaj > 1.

Proposition 3.3. Let the kernel function kðx; yÞ be analytically

standard of order 2q. Then, there exist constants ck > 0 and rk > 0

such that

j@as@b
t kk;k0 ðs; tÞj 6 ck

ðjaj þ jbjÞ!
r
jajþjbj
k

2�jkjðjajþ2Þ2jk0 jðjbjþ4Þ

kckðsÞ � ck0 ðtÞk
2þ2qþjajþjbj
2

ð3:7Þ

holds uniformly for all k; k0 provided that 2þ 2qþ jaj þ jbj > 0.

Fig. 2.2. Different parametric surfaces.

Fig. 2.3. Visualization of the element tree.
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4. Galerkin discretization

We shall be concerned with the Galerkin scheme for the discret-

ization of the variational formulation (3.3). To this end, define

V̂ j :¼ û : � ! R : ûj
�j;k

is a polynomial of order d
n o

� L2ð�Þ:

Then, the ansatz space V j on level j is given by

V j :¼ ci � û : û 2 V̂ j; i ¼ 1; . . . ;M
n o

� L2ðCÞ:

This construction of the ansatz spaces obviously yields a nested

sequence

V0 � V1 � � � � � V J � HtðCÞ; ð4:8Þ
where the Sobolev smoothness t depends on the global smoothness

of the functions u 2 V j. Especially, for transported piecewise con-

stant functions (d ¼ 1), we have t < 1=2 and, for globally continuous,

transported piecewise bilinear functions (d ¼ 2), we have t < 3=2.

By replacing the energy space HqðCÞ in the variational formula-

tion (3.3) by the finite dimensional ansatz space V J � HqðCÞ, we ar-

rive at theGalerkin scheme for the boundary integral equation (3.2):

Find uJ 2 V J; such that
Z

C

Z

C

kðx; yÞuJðyÞv JðxÞdrydrx ¼
Z

C

f ðxÞv JðxÞdrx for all v J 2 V J :

ð4:9Þ
By setting ûk :¼ uJ � ck and v̂k :¼ v J � ck, we might rewrite (4.9) and

arrive at the equation

X

jk0 j¼J

Z

�

Z

�

kk;k0 ðs; tÞûk0 ðtÞv̂kðsÞdt ds ¼
Z

�

f ckðsÞ
� �

v̂kðsÞjkðsÞds

ð4:10Þ
for all k with jkj ¼ J. In the case of elementwise supported, piece-

wise polynomial basis functions for V J , this yields immediately

the system of linear equations

Au ¼ f: ð4:11Þ
Otherwise, for basis functions of higher global smoothness, straight-

forward but obvious modifications have to be made to arrive at the

linear system (4.11), cf. [34].

For the Galerkin solution uJ 2 V J , we obtain the following error

estimate by the use of the standard approximation property for an-

satz functions of polynomial exactness d. Note that the rate of con-

vergence doubles due to the Aubin–Nitsche trick.

Theorem 4.1. Let u 2 HqðCÞ be the solution of the boundary integral

equation (3.2) and uJ 2 V J the related Galerkin solution of (4.9). Then,

there holds the error estimate

ku� uJkH2q�dðCÞ K22Jðq�dÞkukHdðCÞ

provided that u and C are sufficiently regular.

5. Fast Multipole Method

In the chosen basis representation, i.e. in the single-scale basis

for V J , the system matrix A in (4.11) is in general densely popu-

lated. This yields a rather high computational effort for the assem-

bly and the matrix–vector multiplication. Fortunately the system

matrix is block-wise of low rank, i.e. it is compressible in terms

of an H-matrix, cf. [16]. The computational complexity can thus

be drastically reduced by a block-wise compression scheme. To

determine compressible matrix blocks we employ the following

admissibility condition.

Definition 5.1. The clusters Ck and Ck0 with jkj ¼ jk0j are called

admissible if

max diamðCkÞ; diamðCk0 Þf g 6 gdistðCk;Ck0 Þ ð5:12Þ
holds for some fixed g 2 ð0;1Þ. The collection of admissible blocks

Ck � Ck0 forms the far-field of the operator. The remaining non-

admissible blocks correspond to the near-field of the operator.

The quad-tree structure of the cluster tree T yields thus a block

partitioning of the system matrix with quadratic blocks and each

block on a particular level contains exactly the same number of pa-

nel-panel interactions, see also Fig. 5.5 for a visualization of this

special block partitioning of an H-matrix.

To compress the admissible matrix blocks, we impose two dif-

ferent approaches. On the one hand, we use the Adaptive Cross

Approximation (ACA) [2], on the other hand, we develop a new

version of the Fast Multipole Method (FMM) which is adopted to

our parametric surface representation. The latter one provides

superior compression rates and computation times for the system

matrix.

We develop first the black-box version of the FMM based on the

interpolation of the kernel kðx; yÞ as firstly proposed in [12]. Note

that, later on, this idea was also followed in [15] to construct H2-

matrices.

For a given polynomial degree p 2 N, let fx0; x1; . . . ; xpg � ½0;1�
be pþ 1 pairwise distinct points. Furthermore, let LmðsÞ for

m ¼ 0; . . . ; p be the Lagrangian basis polynomials with respect to

the interpolation points xm for m ¼ 0; . . . ; p. By a tensor product

construction we get the interpolation points xm :¼ ðxm1
; xm2

Þ and

the corresponding tensor product interpolation polynomials

LmðsÞ :¼ Lm1
ðs1Þ � Lm2

ðs2Þ for m1;m2 ¼ 0; . . . ; p. Then, in all admissi-

ble blocks Ck � Ck0 , we approximate

kk;k0 ðs; tÞ 	
X

kmk1 ;km0k16p

kk;k0 ðxm;xm0 ÞLmðsÞLm0 ðtÞ: ð5:13Þ

Consider now two basis functions û‘; û‘0 2 V̂ J�jkj of the ansatz space

on the level J � jkj. Since we employ quadrilateral meshes, we may

exploit the tensor product structure of the ansatz functions. There-

fore, let further û‘ ¼ ûð1Þ
‘ 
 ûð2Þ

‘ and û‘0 ¼ ûð1Þ
‘0 
 ûð2Þ

‘0 , respectively.

From this and (5.13), we derive now

Fig. 3.4. Localized parameterization.
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½Ak;k0 �‘;‘0 	
Z

�

Z

�

X

kmk1 ;km0k16p

kk;k0 ðxm; xm0 ÞLmðsÞLm0 ðtÞû‘ðsÞû‘0 ðtÞdtds

¼
X

kmk1 ;km0k16p

kk;k0 ðxm;xm0 Þ
Z

�

LmðsÞû‘ðsÞds
Z

�

Lm0 ðtÞû‘0 ðtÞdt

¼: M�

jkjKk;k0 ðM�

jk0 jÞ
h i

‘;‘0
:

By construction, each cluster on a particular level contains the same

number of basis functions, namely dimðV̂ J�jkjÞ. Additionally, the mo-

ment matrices M�

jkj are independent of the patch parameterization.

This yields the

Proposition 5.2. For j ¼ 1;2; . . . ; J and all jkj ¼ jk0j ¼ j, it holds

M�

jkj ¼ M�

jk0 j: ð5:14Þ

As a consequence we have to compute and store only a single mo-

ment matrix

M�

jkj 2 R
dimðV̂ J�jkjÞ�ðpþ1Þ2

for each particular level. These moment matrices can be decom-

posed further by exploiting the tensor product structure of the basis

functions:

Z

�

LmðsÞû‘ðsÞds ¼
Z 1

0

Z 1

0

Lm1
ðs1Þûð1Þ

‘ ðs1ÞLm2
ðs2Þûð2Þ

‘ ðs2Þds1ds2

¼
Z 1

0

Lm1
ðs1Þûð1Þ

‘ ðs1Þds1
Z 1

0

Lm2
ðs2Þûð2Þ

‘ ðs2Þds2

¼ Mjkj 
 Mjkj
� �

‘;ðpþ1Þm1þm2
:

Since

Mjkj 2 R

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
dimðV̂ J�jkjÞ

p
�ðpþ1Þ;

we end up with a major compression of the far-field.

Remark 5.3. It is convenient to impose a lower threshold for the

far-field. Therefore we consider matrix blocks with Oðp4Þ entries as
near-field. This yields OðNJp

�2Þ near-field blocks with a storage

cost of OðNJp
2Þ.

Theorem 5.4. The complexity for the computation and the storage of

the far-field is given by OðNJp
2Þ.

Proof. On level j� 1, there exist Oð1Þ clusters which do not satisfy

the admissibility condition (5.12). For such clusters, we have to

consider the son clusters on level j. Therefore, we face OðNjÞ non-
admissible and also OðNjÞ admissible cluster–cluster interactions

on level j. Furthermore, the maximum level to be computed is

now dJ � 2log4pe. Due to Nj � 4jM, we thus may estimate

XdJ�2log4pe

j¼0

Nj ¼ O M4dJ�2log4pe
� �

¼ O M4Jp�2
� �

¼ O NJp
�2

� �
:

This yields, together with Remark 5.3, overall OðNJp
�2Þ far-field

blocks and accordingly OðNJp
�2Þ near-field blocks.

For each far-field block, we have to evaluate and store the

localized kernel function in Oðp4Þ points. The complexity for

assembly and storage of the moment matrices is Oð
ffiffiffiffiffi
NJ

p
pÞ in total.

Hence, the far-field complexity is

OðNJp
�2Þ � Oðp4Þ þ Oð

ffiffiffiffiffi
NJ

q
pÞ ¼ OðNJp

2Þ: �

Fig. 5.5. The special block partitioning of the H-matrix.
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With Definition 3.1 at hand, the proof of convergence for our

FMM is straightforward. We present it here for the case that

Chebyshev nodes on I :¼ ½0;1�, i.e. the points

xm :¼ 1

2
cos

2mþ 1

2ðpþ 1Þp
	 


þ 1

� �
; m ¼ 0;1; . . . ;p

are used for the interpolation [12,15].

Theorem 5.5. Let kðx; yÞ be an analytically standard kernel of order

2q. Then, in an admissible block Ck � Ck0 , it holds

kk;k0 ðs; tÞ �
X

kmk1 ;km0k16p

kk;k0 ðxm;xm0 ÞLmðsÞLm0 ðtÞ
















L1ð���Þ

K
g
rk

	 
pþ1

2�4jkjkckðsÞ � ck0 ðtÞk
�2ð1þqÞ
L1ð���Þ

with rk > 0 being the constant from Definition 3.1.

Proof. We start with the one-dimensional interpolation error for

the Chebyshev interpolation. It is well known that for a sufficiently

smooth function f : I ! R the error estimate

kf �P
p
I fkL1ðIÞ 6

2 � 4�ðpþ1Þ

ðpþ 1Þ! k@pþ1fkL1ðIÞ

holds. The interpolation operator Pp
I is defined by

P
p
I f :¼

Xp

m¼0

f ðxmÞLmðxÞ:

According to [15], it satisfies the stability estimate

kPp
I fkL1ðIÞ 6 c logðpþ 1ÞkfkL1ðIÞ

for some constant c > 0. By tensorization we obtain the d-dimen-

sional interpolation operator P
p

Id
on Id. In our case, we interpolate

on ��� which is isomorphic to I4. From [15], we know for the

polynomial interpolation of a function f : Id ! R in the Chebyshev

nodes that

kf �P
p

Id
k
L1ðIdÞ K

Xd

‘¼1

logðpþ 1Þð Þ‘�1

2ðpþ 1Þ!4p k@pþ1
s‘

fk
L1ðIdÞ:

Therefore, in view of (3.7), we conclude

kkk;k0 �P
p
���kk;k0kL1ð���Þ

K
X4

‘¼1

logðpþ1Þð Þ‘�1

2ðpþ1Þ!4p k@pþ1
s‘

kk;k0kL1ð���Þ

K
X4

‘¼1

logðpþ1Þð Þ‘�1

2ðpþ1Þ!4p

ðpþ1Þ!
rpþ1
k

kckðsÞ�ck0 ðtÞk
�2ð1þqÞ�ðpþ1Þ
L1ð���Þ 2�jkjððpþ1Þþ4Þ

K
X4

‘¼1

logðpþ1Þð Þ‘�1

2rpþ1
k 4p

distðCk;Ck0 Þ�ðpþ1Þ2�jkjðpþ5ÞkckðsÞ�ck0 ðtÞk
�2ð1þqÞ
L1ð���Þ

K
2�jkjðpþ5Þ

rpþ1
k kckðsÞ�ck0 ðtÞk

2ð1þqÞ
L1ð���Þ

distðCk;Ck0 Þ�ðpþ1Þ:

The admissibility condition (5.12) provides

distðCk;Ck0 Þ P
max diamðCkÞ;diamðCk0 Þf g

g
:

Moreover, the Lipschitz continuity of the parameterizations and

their inverses imply

diam Ck � 2�jkj for all jkj ¼ 1;2; . . . ;M:

Hence, we may bound

distðCk;Ck0 ÞJ
2�jkj

g
:

Inserting this estimate into the above expression finally yields

kkk;k0 �P
p
���kk;k0kL1ð���Þ K

2�jkjðpþ5Þ

rpþ1
k kckðsÞ � ck0 ðtÞk

2ð1þqÞ
L1ð���Þ

2�jkj

g

 !�ðpþ1Þ

K2�4jkj g
rk

	 
pþ1

kckðsÞ � ck0 ðtÞk
�2ð1þqÞ
L1ð���Þ: �

As in [12], we can directly derive from the previous theorem an

error estimate for the bilinear form which is associated with the

variational formulation (3.3).

Theorem 5.6. Let r > 0 be arbitrary but fixed. Then, for the integral

operator AJ which results from an interpolation of degree p > 0 of the

kernel function in every admissible block and the exact representation

of the kernel in all other blocks, there holds

jðAu;vÞL2ðCÞ � ðAJu; vÞL2ðCÞjK2�JrkukL1ðCÞkvkL1ðCÞ
provided that p � Jð2þ 2qþ rÞ.

Proof. From Theorem 5.5, one infers for admissible clusters

Ck � Ck0 that

distðCk;Ck0 Þ P
2�jkj

g
P 2�J

since g < 1 and jkj 6 J. Therefore, it holds

kkk;k0 �P
p
���kk;k0kL1ð���Þ K2�4jkj g

rk

	 
pþ1

22Jð1þqÞ

for all k; k0 with jkj ¼ jk0j, because the kernel representation is exact

in non-admissible clusters. Now, denote by B � T � T the set of all

matrix blocks, i.e. the union of all admissible and of all non-admis-

sible blocks. Then, we may write

jðAu;vÞL2ðCÞ � ðAJu; vÞL2ðCÞj

¼
X

ðk;k0Þ2B

Z

�

Z

�

kk;k0 �P
p
���kk;k0

� �
ðs; tÞuk0 ðtÞvkðsÞdt ds

������

������

6
X

ðk;k0Þ2B

Z

�

Z

�

kkk;k0 �P
p
���kk;k0kL1ð���Þuk0 ðtÞvkðsÞdt ds

������

������

K2�4jkj g
rk

	 
pþ1

22Jð1þqÞ X

ðk;k0Þ2B

Z

�

Z

�

uk0 ðtÞvkðsÞdt ds

������

������

K
g
rk

	 
pþ1

22Jð1þqÞkukL1ðCÞkvkL1ðCÞ:

In view of

g
rk

	 
pþ1

22Jð1þqÞ ¼ 2�Jr () pþ 1 ¼ g
Jð2þ 2qþ rÞ

log2ðgÞ � log2ðrkÞ
g

����
����;

we obtain the assertion. h

Remark 5.7. To maintain the approximation property, we have to

choose p � logNJ . This yields an over-all complexity of

O NJðlogNJÞ2
� �

for the computation and the storage of the far-field.

Nevertheless, if the integrals of the near-field cannot be evaluated

with constant effort, then the computational effort of the near-field

computation will in general dominate. For example, in the case of
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tensor product Gaussian quadrature rules and the Duffy trick, cf.

[33,34], to regularize the singular integrals, one has to increase

the degree of the quadrature for all singular integrals proportion-

ally to j loghj where h ¼ 2�J defines the mesh size. Thus, the com-

putational effort is O ðlogNJÞ4
� �

for each entry, which results in a

complexity of O NJðlogNJÞ4
� �

for all singular integrals. However,

it can be shown that this is also the overall complexity for the

whole near-field if the quadrature degree is properly decreased

with the distance of the elements.

6. Adaptive cross approximation

We shall briefly introduce the ACA for the compression of

admissible matrix blocks. As a starting point, we employ again

the admissibility condition (5.12) to partition the system matrix.

Then, in each admissible matrix block, we approximate

Ak;k0 2 R
n�n with n ¼ dimðV̂ J�jkjÞ by a truncated, partially pivoted

Gaussian elimination, cf. [2]. To this end, we define the vectors

‘m;um 2 R
n by the following iterative scheme, where

Ak;k0 ¼ ½ai;j�ni;j¼1 is the matrix-block under consideration:

for m ¼ 1;2; . . . set um ¼ ûm=½ûm�jm with ûm

¼ ½aim ;j�nj¼1 �
Xm�1

j¼1

½‘j�imuj and ‘m ¼ ½ai;jm �
n
i¼1 �

Xm�1

i¼1

½ui�jm‘i:

A criterion to the guarantee the convergence of the algorithm is to

choose the pivot element located in ðim; jmÞ-position as the maxi-

mum element in modulus of the remainder Ak;k0 � Lm�1Um�1, where

we define the matrices Lm�1 :¼ ½‘1; . . . ; ‘m�1� and

Um�1 :¼ ½u1 . . . ;um�1�. This would require the assembly of the whole

matrix block Ak;k0 , which is not feasible in practice. Therefore, we

employ another pivoting strategy which performs quite well in

most cases. We choose jm such that ½ûm�jm is the largest element

in modulus of the row ûm.

We finally stop the iteration if the criterion

k‘mþ1k2kumþ1k2 6 ekLmUmkF ð6:15Þ

for some desired accuracy e > 0 is met. Here and in the following,

k � kF denotes the Frobenius norm. Under the assumption that

kAk;k0 � Lmþ1Umþ1kF 6 #kAk;k0 � LmUmkF

holds uniformly for a fixed # < 1, we arrive at

k‘mþ1k2kumþ1k2 ¼ kLmþ1Umþ1 � LmUmkF
6 kAk;k0 � Lmþ1Umþ1kF þ kAk;k0 � LmUmkF
6 ð1þ #ÞkAk;k0 � LmUmkF :

On the other hand, we find

kLmþ1Umþ1 � LmUmkF P kAk;k0 � LmUmkF � kAk;k0 � Lmþ1Umþ1kF
P ð1� #ÞkAk;k0 � LmUmkF :

Therefore, we conclude that the approximation error is proportional

to the norm k‘mþ1k2kumþ1k2 of the update vectors

ð1� #ÞkAk;k0 � LmUmkF 6 k‘mþ1k2kumþ1k2 6 ð1þ #ÞkAk;k0 � LmUmkF :

Thus, together with (6.15), we can guarantee a relative error bound

kAk;k0 � LmUmkF K ekAk;k0kF : ð6:16Þ

Theorem 6.1. Let A be the uncompressed system matrix and ~A be the

system matrix which is compressed by the adaptive cross approxima-

tion. Then, with respect to the Frobenius norm, there holds the error

estimate

kA� ~AkF K ekAkF
provided that the blockwise error satisfies (6.16).

Proof. In view of (6.16), we have

kA� ~Ak2F ¼
XJ

j¼0

X

jkj;jk0 j¼j

kAk;k0 � ~Ak;k0k2F K e2
XJ

j¼0

X

jkj;jk0 j¼j

kAk;k0k2F ¼ e2kAk2F :

Taking square roots on both sides yields the assertion. h

Obviously, the complexity for the computation of the rank-m-

approximation LmUm to the block Ak;k0 is Oð2m2nÞ and the storage

cost is Oð2mnÞ. The latter one can be further reduced by the appli-

cation of a singular value decomposition and neglecting non-rele-

vant singular values.

The theoretical foundation of ACA is the successive interpola-

tion of asymptotically smooth functions, cf. [2]. Traditionally,

ACA employs the three-dimensional interpolation theory for esti-

mating the interpolation error relative to the surface C. Since then

the interpolation points may lie on a hyperplane for which the

interpolation is not unique anymore, cf. [32], the traditional ACA

may fail to converge. We refer the reader to [6,3], respectively,

for a specific example where this happens. Nevertheless, in our

framework, such situations are excluded since only the two-

dimensional interpolation theory on the unit square is employed.

In the following, we restate the convergence result from [2] and

adopt everything to the case that the interpolation is performed on

the unit square h and ���, respectively.

Let the function f : C� C ! R satisfy Definition 3.1 and let

Ck � Ck0 be an admissible block. Consider the sequences

fskgk; frkgk given as follows. Set

r0ðs; tÞ :¼ fk;k0 ðs; tÞ and s0ðs; tÞ :¼ 0

and compute for k ¼ 0;1; . . .

rkþ1ðs; tÞ ¼ rkðs; tÞ � rkðsikþ1
; tjkþ1

Þ�1rkðs; tjkþ1
Þrkðsikþ1

; tÞ;

skþ1ðs; tÞ ¼ skðs; tÞ þ rkðsikþ1
; tjkþ1

Þ�1rkðs; tjkþ1
Þrkðsikþ1

; tÞ:

Here, we have to assume explicitly that the points sikþ1
; tjkþ1

2 � are

chosen such that

rkðsikþ1
; tjkþ1

Þ�1
– 0:

Then, with partial pivoting, i.e. sikþ1
is chosen such that

jrkðsikþ1
; tjkþ1

Þj P jrkðs; tjkþ1
Þj for all s 2 �;

the following error estimate can be proven, cf. [2],

jrkðs; tÞjK2k distðCk;Ck0 Þ�2ð1þqÞg
ffiffi
k

p
:

Consequently, for sufficiently small g, the remainders jrkðs; tÞj decay
exponentially. According to [2] factor 2k is not observed in most of

the practical applications. Therefore, we will also omit it here for

the complexity considerations which improves the results.

Theorem 6.2. Assume that for admissible clusters Ck and Ck0 , the

remainder rkðs; tÞ satisfies the estimate

jrkðs; tÞjKdistðCk;Ck0 Þ�2ð1þqÞg
ffiffi
k

p
: ð6:17Þ
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Then, for e > 0, it holds jrkðs; tÞjK e provided that

k � j log ej þ Jð2þ 2qÞð Þ2:

Proof. Analogously to the proof of Theorem 5.6 holds

distðCk;Ck0 Þ P 2�J:

Therefore, the assertion immediately follows from

e ¼ 22Jð1þqÞg
ffiffi
k

p
() k ¼ log2e� 2Jð1þ qÞ

log2g

	 
2

: �

Remark 6.3. For the particular choice e ¼ 2�Jr in the above theo-

rem, we observe that the rank k of the ACA behaves like the rank

p2 for the FMM. In fact this result is in concordance with the

respective results from [12,6].

Although it is not necessary to introduce a threshold param-

eter for the far-field in the ACA, as discussed in Remark 5.3 for

the FMM, we will consider it here. Hence, we arrive at the

following Theorem, which can be proven rather analogously to

Theorem 5.4.

Theorem 6.4. Assume that (6.17) holds uniformly for all k. Further-

more, let p denote the threshold parameter from Remark 5.3. Then, the

complexity for the computation of the far-field in the ACA is given by

O dJ � 2log4pek2NJ

� �
and the storage by O dJ � 2log4pekNJ

� �
.

Proof. In accordance with the proof of Theorem 5.4, the complex-

ity for the far-field computation is given by

XdJ�2log4pe

j¼0

OðNjÞ � O k
2
NJ�j

� �
¼

XdJ�2log4pe

j¼0

OðM4jÞ � O k
2
M4J�j

� �

¼ O dJ � 2log4pek2M24J
� �

¼ O dJ � 2log4pek2NJ

� �
:

A similar computation yields the complexity for the storage. h

7. Wavelet Galerkin scheme

The idea of the Wavelet Galerkin Scheme (WGS) is the use of an

appropriate wavelet basis instead of the single-scale basis for the

discretization of the Galerkin scheme (4.9). Instead of using only

a single scale j, the idea of wavelets is to keep track to the incre-

ment of information between two adjacent scales j� 1 and j. That

is, one chooses complement spaces

W j :¼ V j � V j�1;

which are generated by the (compactly supported) wavelets of the

associated level j, i.e.

W j ¼ spanfwj;k : k 2 rjg:

The set rj denotes an appropriate index set. By stetting W0 :¼ V0,

we recursively obtain the multiscale decomposition

V J ¼ �J
j¼0W j

and the associated wavelet basis

WJ :¼ fwj;k : k 2 rj; j 6 Jg:

For all further details concerning wavelet analysis, we refer the

reader to the survey article [9].

In the context of wavelet matrix compression, the wavelets are

required to be compactly supported

diamðsuppwj;kÞ � 2�j

and to provide vanishing moments of order ~d > d� 2q which means

that

jðv ;wj;kÞL2ðCÞjK2�jð1þ~dÞjv j
W

~d;1ðsuppwj;kÞ
: ð7:18Þ

Here, jv j
W

~d;1ðXÞ :¼ supjaj¼~dk@avkL1ðXÞ denotes the usual semi-norm in

W
~d;1ðXÞ. Piecewise constant and bilinear wavelets which match all

these requirements have been constructed in [23,25].

If we discretize the bilinear form ðAu;vÞL2ðCÞ in wavelet coordi-

nates, the system matrix becomes quasi-sparse. In fact, by combin-

ing (3.5) and (7.18), we arrive at the decay estimate

ðAwj;k;wj0 ;k0 ÞL2ðCÞ K
2�ðjþj0Þð1þ~dÞ

distðsuppwj;k; suppwj0 ;k0 Þ2ð1þqþ~dÞ
ð7:19Þ

which is the main foundation of compression estimates [10].

Based on (7.19), we can set all matrix entries to zero, for which

the distance of the supports between the associated trial and test

functions is larger than a level dependent cut-off parameter Bj;j0 . A

further compression, reflected by a cut-off parameter Bs
j;j0 , is

achieved by neglecting some of those matrix entries, for which

the corresponding trial and test functions have overlapping

supports.

To formulate this result, we introduce the abbreviation

X
s
k :¼ singsuppwk which denotes the singular support of the wave-

let wk, i.e. that subset of C where the wavelet is not smooth.

Theorem 7.1 (A-priori compression [10]). Let Xk and X
s
k be given as

above and define the compressed system matrix AJ , corresponding to

the boundary integral operator A, by

½AJ �k;k0 :¼

0; distðXk;Xk0 Þ > Bjkj;jk0 j and jkj; jk0j > 0;

0; distðXk;Xk0 Þ 6 2�minfjkj;jk0 jg and

distðXs
k;Xk0 Þ > Bs

jkj;jk0 j if jk0j > jkj P 0;

distðXk;X
s
k0 Þ > Bs

jkj;jk0 j if jkj > jk0j P 0;

ðAwk0 ;wkÞL2ðCÞ; otherwise:

8
>>>>>>><
>>>>>>>:

Fixing

a > 1; d < d < ~dþ 2q; ð7:20Þ
the cut-off parameters Bj;j0 and Bs

j;j0 are set as follows

Bj;j0 ¼ a max 2�minfj;j0g;2
2Jðd�qÞ�ðjþj0 Þðdþ~dÞ

2ð~dþqÞ

� �
;

Bs
j;j0 ¼ a max 2�maxfj;j0g;2

2Jðd�qÞ�ðjþj0 Þd�maxfj;j0 g~d
~dþ2q

� �
:

Then, the system matrix AJ has only OðNJÞ nonzero coefficients. More-

over, the error estimate

ku� uJkH2q�dðCÞ K22Jðq�dÞkukHdðCÞ ð7:21Þ

holds for the solution uJ of the compressed Galerkin system provided

that u and C are sufficiently regular.

The compressed system matrix can be assembled in linear

complexity if one employs the exponentially convergent hp-quad-

rature method proposed in [24]. Moreover, for performing faster

matrix–vector multiplications, an additional a posteriori compres-

sion by a level dependent threshold might be applied which re-

duces again the number of nonzero coefficients by a factor 2–5

(see e.g. [24]).

46 H. Harbrecht, M. Peters / Comput. Methods Appl. Mech. Engrg. 261–262 (2013) 39–55



Theorem 7.2 (A-posteriori compression [10]). We define the a

posteriori compression by

½~AJ�k;k0 :¼
0; if j½~AJ �k;k0 j 6 ejkj;jk0 j;

½AJ�k;k0 ; if j½~AJ �k;k0 j > ejkj;jk0 j:

(

Here, the level dependent threshold ej;j0 is given by

ej;j0 � min 2�jj�j0 j;2
�2ðJ�jþj0

2
Þd�q
~dþq

� �
22Jq2�2d J�jþj0

2

� �

with d < d < ed þ 2q from (7.20). Then, the optimal order of conver-

gence (7.21) of the Galerkin scheme is not compromised.

The pattern of the compressed system matrix exhibits the typ-

ical finger structure, see Fig. 7.6.

8. Numerical results

8.1. General setup

Beyond all the presented theory about the considered methods,

this section can be seen as the essence of this article. Our main goal

was to compare the presented methods, i.e. the FMM, the ACA, and

the WGS, for the numerical solution of integral equations in a com-

mon framework. Here, the first task was to adopt the cluster meth-

ods to the parametric surface representation, since this surface

representation is a key-ingredient for the construction of wavelets

[23,25]. The second task was to eliminate differences in the numer-

ical implementation of the methods. Therefore, we based all three

implementations on the same single-scale boundary element code.

Especially, the three methods use the same quadrature routines for

the occurring singular integrals in the near-field, cf. Remark 5.7.

Only the degree of quadrature is chosen method-dependent. This

also points out the major difference between the cluster methods

and the WGS: The cluster methods provide a compression of the

stiffness matrix in the single-scale representation and use, thus,

the same degrees of quadrature as in the single-scale case. Since

the WGS induces a multilevel splitting of the kernel approxima-

tion, the degrees of quadrature have to be chosen differently. On

each level only the discretization error accuracy has to be realized.

As a consequence, the approximation in the WGS is per se different

from the approximation in the single-scale case.

So, although we created circumstances to make this methods

comparable, the question arises: how to compare the methods

now in practice? We chose the following approach: we solve the

Dirichlet problem for the Laplacian on a sphere and on a gearwheel

(seen on the right in Fig. 8.8) by the indirect formulation based on

the single layer potential and also based on the double layer poten-

tial (see e.g. [18,34,36]). The sphere is represented by six patches

and the gearwheel is represented by 336 patches. For the Galerkin

discretization, we employ piecewise constant ansatz functions. We

equilibrate the approximation errors and measure the time for

assembling the stiffness matrix, the double-precision floating-

point numbers (binary64) per degree of freedom and the time for

the solution of the linear system. As an error measure, we evaluate

the respective potentials in certain points. In addition, on the

sphere, we also present the L2-error of the computed densities.

The binary64s per degree of freedom are denoted by lfull for the

cluster methods. In the case of theWGS they are split into lprior, the

binary64s per degree of freedom after the a priori compression and

lpost, the binary64s per degree of freedom remaining after the a

posteriori compression. Since there are big deviations in the mea-

sured times between the cluster methods and the WGS, we found

it illuminating to present also the binary64s per degree of freedom

Fig. 7.6. Compression pattern in case of the gearwheel geometry.
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only consumed by the near-field (lnear) in the case of the cluster

methods. As it turns out, we already have lnear � lpost, no matter

which cluster method and which geometry is considered. This

means that overall the WGS results in a system matrix which has

approximately the same number of entries as already the near-

field of the cluster methods.

For the cluster methods, we split the assembly time (tassembly)

into the time for only compressing the far-field (tfar) and the time

for the computation of the near-field (tnear), since the increasing de-

grees of quadrature in the near-field may camouflage the expected

scaling of the methods. Additionally we provide the solution times

(tsolve) and the required number of iterations (#iter).

All computations are carried out on a single core of an Intel (R)

Xeon (R) X5570 2:93 Ghz compute server with 48 GB main mem-

ory. Moreover, in the numerical experiments, the parameters in

the different approaches are set as follows.

ACA. The accuracy of the ACA is increased in accordance with

the level J and we chose r ¼ 3, i.e. we choose the parameter e in

(6.15) as e � 2�3J for Symm’s integral equation and as e � 2�2J for

the double layer equation. It was necessary to employ a recom-

pression for the ACA, realized by a singular value decomposition

in the approximated matrix blocks, to keep storage costs accept-

able. Furthermore, we exploit a sharpened admissibility condition

in the ACA: If Ck \ Ck0 ¼ ;, we consider Ck and Ck0 to be admissible.

This is justified since, due to our surface representation, there ex-

ists a fixed parameter g > 0 which depends only on the particular

geometry, such that we obtain the same admissibility condition.

Nevertheless, we could not observe an increase of the ranks in

the approximated blocks compared to the admissibility condition

(5.12). Additionally, we treat blocks of size 4� 4 always as near-

field independently of the discretization level J.

FMM. For the FMM, we increased the polynomial degree if nec-

essary to maintain the convergence behavior. It is tabulated in the

following tables in the column entitled ‘‘p’’. The parameter g in the

admissibility condition (5.12) is set to g ¼ 1:6 except for the single

layer equation on the sphere where g ¼ 1:4 gives slightly better re-

sults. To save redundant computations we stored the matrices M�

jkj,

rather than Mjkj, once for each level. The size of the near-field is in-

creased in accordance with the polynomial degrees, i.e. we have

4� 4 blocks for p ¼ 3 and 16� 16 blocks for p ¼ 4;5. Compared

to the other methods, the FMM takes more time to solve the linear

system. Potential improvement is possible here: Since the cluster

bases are only dependent on the particular level, a multilevel rep-

resentation of the moment matrices can be applied via the Haar

basis. This yields hierarchical cluster bases which essentially re-

sults in the H2-matrix representation, cf. [15], with the difference

that the cluster transfer matrices need not to be explicitly stored.

WGS. For the WGS, we use piecewise constant wavelets with
ed ¼ 3 vanishing moments as constructed in [23]. Moreover, the

bandwidth parameter a in (7.20) is chosen equal to a ¼ 1 on the

sphere and equal to a ¼ 2:5 on the gearwheel. The parameter d in

(7.20) is always chosen as d ¼ 1:25.

Iterative Solution. In case of the symmetric system matrices

which arise from the single layer operator, we assemble and store

only the lower triangular part of the system matrices. For the solu-

tion of the resulting linear systems, we employ the preconditioned

conjugate gradient method, cf. [13], in the case of the single layer

potential and the generalized maximum residual method, cf.

[13], in the case of the double layer potential. For the WGS, a diag-

onal scaling is sufficient to maintain a constant number of itera-

tions for increasing number of unknowns [10]. For the cluster

methods, we implemented a wavelet preconditioner based on

the Haar transform which performs a level-dependent scaling of

the systemmatrix. Note that this wavelet preconditioning employs

the norm equivalences of wavelet bases [11,28,35]. In [29], it is

proven that the application of this preconditioner yields condition

numbers which scale like ðlogNJÞ2.

8.2. Symm’s integral equation

We consider the numerical solution of Symm’s integral

equation
Z

C

uðyÞ
4pkx� yk2

dry ¼ f ðxÞ for x 2 C :¼ @X: ð8:22Þ

It computes the solution

UðxÞ ¼
Z

C

uðyÞ
4pkx� yk2

dry 2 H1ðXÞ

of the Laplace equation

DU ¼ 0 in X; U ¼ f on C: ð8:23Þ

Here, X is either the unit ball or the gearwheel seen in Fig. 8.8. The

right hand side f is chosen as the spherical harmonic

f ðxÞ ¼ Y0
2ðxÞ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
5=ð16pÞ

p
ð3x23 � 1Þ in case of the sphere and as

f ðxÞ ¼ 4x21 � 3x22 � x23 in case of the gearwheel. Since the spherical

Fig. 8.8. Solutions for the single layer operator (left) and for the double layer operator (right) on the gearwheel.

Fig. 8.7. Visualization of the spherical harmonic Y0
2 .
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Table 1

Results of the WGS for Symm’s integral equation on the sphere.

J N lprior lpost ‘1-error L2-error tassembly (s) tsolve (s) #iter

1 24 13 7 1:555 � 10�1 9:119 � 10�1 < 1 < 1 1

2 96 28 24 1:818 � 10�2 3:749 � 10�1 < 1 < 1 16

3 384 58 41 1:101 � 10�3 1:837 � 10�1 < 1 < 1 28

4 1536 79 53 3:026 � 10�4 9:150 � 10�2 < 1 < 1 38

5 6144 94 65 1:323 � 10�5 4:560 � 10�2 4 < 1 46

6 24576 107 77 4:211 � 10�6 2:284 � 10�2 25 < 1 53

7 98304 117 85 2:754 � 10�7 1:145 � 10�2 136 3 60

8 393216 124 91 4:000 � 10�8 5:730 � 10�3 727 13 67

9 1572864 129 96 7:768 � 10�9 2:873 � 10�3 4034 63 74

Table 2

Results of the FMM for Symm’s integral equation on the sphere.

J N p lfull lnear ‘1-error L2-error tnear (s) tfar (s) tsolve (s) #iter

1 24 3 14 14 1:679 � 10�1 8:857 � 10�1 < 1 < 1 < 1 1

2 96 3 50 50 2:064 � 10�2 3:716 � 10�1 < 1 < 1 < 1 19

3 384 3 194 194 1:076 � 10�3 1:830 � 10�1 < 1 < 1 < 1 27

4 1536 3 770 196 1:816 � 10�4 9:081 � 10�2 1 < 1 < 1 32

5 6144 3 922 200 2:534 � 10�5 4:529 � 10�2 4 < 1 3 37

6 24576 4 1239 798 2:850 � 10�6 2:263 � 10�2 49 < 1 13 42

7 98304 4 1251 776 3:212 � 10�7 1:131 � 10�2 360 4 73 46

8 393216 5 1743 765 9:664 � 10�9 5:655 � 10�3 1538 33 545 50

9 1572864 5 1725 760 1:719 � 10�9 2:827 � 10�3 10942 130 2754 54

Table 3

Results of the ACA for Symm’s integral equation on the sphere.

J N lfull lnear ‘1-error L2-error tnear (s) tfar(s) tsolve (s) #iter

1 24 14 14 1:679 � 10�1 8:857 � 10�1 < 1 < 1 < 1 1

2 96 45 42 1:784 � 10�2 3:745 � 10�1 < 1 < 1 < 1 22

3 384 107 66 7:860 � 10�4 1:831 � 10�1 < 1 < 1 < 1 27

4 1536 230 72 1:916 � 10�4 9:081 � 10�2 1 < 1 < 1 32

5 6144 448 74 2:371 � 10�5 4:529 � 10�2 4 2 < 1 37

6 24576 776 74 2:791 � 10�6 2:263 � 10�2 35 17 3 41

7 98304 1250 74 3:621 � 10�7 1:131 � 10�2 279 156 20 46

8 393216 1888 74 4:194 � 10�8 5:655 � 10�3 1188 1303 120 50

9 1572864 2681 74 6:269 � 10�9 2:827 � 10�3 8531 9392 734 54

Table 4

Results of the WGS for Symm’s integral equation on the gearwheel.

J N lprior lpost ‘1-error tassembly (s) tsolve (s) #iter

1 1344 151 107 3:805 � 10�1 < 1 < 1 81

2 5376 233 166 4:184 � 10�1 2 < 1 48

3 21504 359 217 7:244 � 10�3 19 1 66

4 86016 450 167 1:692 � 10�3 134 6 89

5 344064 505 154 3:735 � 10�4 719 28 108

6 1376256 543 159 4:316 � 10�5 4159 142 129

Table 5

Results of the FMM for Symm’s integral equation on the gearwheel.

J N p lfull lnear ‘1-error tnear (s) tfar (s) tsolve (s) #iter

1 1344 3 674 674 2:130 � 10�1 < 1 < 1 < 1 42

2 5376 3 2690 357 2:130 � 10�2 1 2 11 63

3 21504 3 2005 255 7:091 � 10�3 9 6 51 78

4 86016 3 1453 220 1:478 � 10�3 96 16 223 90

5 344064 4 1633 880 3:125 � 10�4 557 38 1170 102

6 1376256 4 1402 803 6:168 � 10�5 4621 122 5769 114
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harmonics are the eigenfunctions of the single layer operator on the

unit sphere, we know the exact density in case of the unit sphere

and can thus measure the related L2-error. The corresponding

eigenvalue is k ¼ 1=5. A visualization of the spherical harmonic Y0
2

is given in Fig. 8.7. Moreover, we find UðxÞ ¼ kxk22Y0
2ðx=kxk2Þ in case

of the ball and UðxÞ ¼ 4x21 � 3x22 � x23 in case of the gearwheel.

For the unit sphere, the numerical results are tabulated in

Tables 1–3, for the gearwheel, the numerical results are tabulated

in Tables 4–6. We compute the potential U in 1793 and 648 eval-

uation points in the interior of the sphere and the gearwheel,

respectively, and compute the maximum deviation to the exact

solution. These numbers are found in the columns entitled

‘‘‘1-error’’. In addition, for the unit sphere, the columns entitled

‘‘L2-error’’ contain the error of the approximate density with

respect to the exact eigenfunction Y0
2.

It can be seen that all methods exhibit essentially the same

rates of convergence. Especially, in case of the sphere, the expected

rate of convergence 2�3J for the potential error and the rate of con-

vergence 2�J for the density error are achieved, as indicated in

Fig. 8.9. Whereas, in case of the gearwheel, the rate of convergence

is reduced due to the lack of smoothness, see Fig. 8.10.

As mentioned already before and in concordance with Remark

5.7, the computation and the storage of the near-field in the cluster

methods exceed the effort for the WGS. Indeed, the cluster meth-

ods suffer from denser populated system matrices, which is also

reflected in the solution times. Nevertheless, we would like to

point out the very fast computation times for the far-field of the

FMM. The very drastic increase in the number of near-field entries

in the FMM stems from the increase of the polynomial degree from

levels five to six and levels seven to eight.

8.3. Second kind equation for the double layer operator

In order to solve the Laplace Eq. (8.23) with the indirect formu-

lation for the double layer potential, we arrive at the following

Fredholm integral equation of the second kind:
Z

C

hx� y;nyi
4pkx� yk32

uðyÞdry �
1

2
uðxÞ ¼ f ðxÞ for x 2 C: ð8:24Þ

Table 6

Results of the ACA for Symm’s integral equation on the gearwheel.

J N lfull lnear ‘1-error tnear (s) tfar (s) tsolve (s) #iter

1 1344 674 674 2:130 � 10�1 < 1 < 1 < 1 42

2 5376 417 76 2:882 � 10�2 < 1 3 2 72

3 21504 679 75 1:686 � 10�2 8 16 9 80

4 86016 1256 74 2:546 � 10�3 90 88 41 91

5 344064 1742 74 4:795 � 10�4 345 503 204 102

6 1376256 2460 74 7:030 � 10�5 3213 2386 1199 114

Fig. 8.9. Errors for Symm’s integral equation on the sphere, ‘1-error (left) and L2-error (right).

Fig. 8.10. ‘1-error for Symm’s integral equation on the gearwheel.
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Table 7

Results of the WGS for the double layer equation on the sphere.

J N lprior lpost ‘1-error L2-error tassembly (s) tsolve (s) #iter

1 24 24 10 2:275 � 10�1 5:130 � 10�1 < 1 < 1 1

2 96 54 23 1:338 � 10�2 2:431 � 10�1 < 1 < 1 4

3 384 108 37 1:143 � 10�2 1:210 � 10�1 < 1 < 1 11

4 1536 140 42 8:258 � 10�4 6:032 � 10�2 1 < 1 16

5 6144 157 46 3:183 � 10�4 3:015 � 10�2 5 < 1 20

6 24576 163 47 5:926 � 10�5 1:508 � 10�2 23 < 1 24

7 98304 166 47 1:244 � 10�5 7:537 � 10�3 107 < 1 25

8 393216 167 47 3:417 � 10�6 3:768 � 10�3 475 3 26

9 1572864 168 46 1:660 � 10�6 1:884 � 10�3 2107 13 26

Table 8

Results of the FMM for the double layer equation on the sphere.

J N p lfull lnear ‘1-error L2-error tnear (s) tfar (s) tsolve (s) #iter

1 24 3 24 24 2:512 � 10�1 4:920 � 10�1 < 1 < 1 < 1 4

2 96 3 96 96 2:971 � 10�2 2:365 � 10�1 < 1 < 1 < 1 4

3 384 3 389 368 5:776 � 10�3 1:199 � 10�1 < 1 < 1 < 1 3

4 1536 3 1483 364 1:524 � 10�3 6:021 � 10�2 4 < 1 < 1 3

5 6144 3 1741 369 3:872 � 10�4 3:014 � 10�2 16 2 < 1 3

6 24576 3 1824 357 4:912 � 10�5 1:507 � 10�2 151 8 < 1 2

7 98304 3 1799 350 2:929 � 10�6 7:537 � 10�3 1776 29 4 2

8 393216 3 1769 346 4:048 � 10�6 3:768 � 10�3 5463 114 17 2

9 1572864 3 1745 344 1:303 � 10�6 1:884 � 10�3 42374 446 78 2

Table 9

Results of the ACA for the double layer equation on the sphere.

J N lfull lnear ‘1-error L2-error tnear (s) tfar (s) tsolve (s) #iter

1 24 24 24 2:512 � 10�1 4:920 � 10�1 < 1 < 1 < 1 4

2 96 82 80 2:932 � 10�2 2:364 � 10�1 < 1 < 1 < 1 4

3 384 174 128 5:774 � 10�3 1:199 � 10�1 < 1 < 1 < 1 3

4 1536 344 140 1:526 � 10�3 6:022 � 10�2 4 < 1 < 1 3

5 6144 546 143 3:623 � 10�4 3:014 � 10�2 15 2 < 1 3

6 24576 887 144 2:272 � 10�5 1:507 � 10�2 145 16 < 1 3

7 98304 1439 144 1:533 � 10�5 7:537 � 10�3 1194 195 < 1 2

8 393216 2285 144 9:625 � 10�6 3:768 � 10�3 5039 2699 4 2

9 1572864 3588 144 3:151 � 10�6 1:884 � 10�3 41950 23601 426 2

Table 10

Results of the WGS for the double layer equation on the gearwheel.

J N lprior lpost ‘1-error tassembly (s) tsolve (s) #iter

1 1344 281 88 8:001 � 10�1 1 < 1 13

2 5376 328 90 1:778 � 10�1 6 < 1 14

3 21504 435 95 5:214 � 10�2 40 < 1 22

4 86016 481 88 9:237 � 10�3 340 1 31

5 344064 473 76 6:193 � 10�3 1761 4 37

6 1376256 453 64 6:165 � 10�4 8465 20 40

Table 11

Results of the FMM for the double layer equation on the gearwheel.

J N p lfull lnear ‘1-error tnear (s) tfar (s) tsolve (s) #iter

1 1344 3 1344 1344 4:680 � 10�1 1 < 1 < 1 15

2 5376 3 5132 710 1:674 � 10�1 6 9 2 16

3 21504 3 3885 507 4:868 � 10�2 6 28 10 16

4 86016 3 2726 436 1:448 � 10�2 683 78 35 15

5 344064 3 2023 398 5:706 � 10�3 3357 346 136 15

6 1376256 3 1582 375 2:717 � 10�3 25394 1623 549 15
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We choose the same right hand sides as before. The spherical har-

monics are also the eigenfunctions of the double layer operator

on the sphere such that the density is known in this case. The den-

sity in case of the gearwheel is unknown and depicted in the right

plot of Fig. 8.8. The potentials, now given by

UðxÞ ¼
Z

C

hx� y;nyi
4pkx� yk32

uðyÞdry 2 H1ðXÞ;

satisfy again UðxÞ ¼ kxk22Y0
2ðx=kxk2Þ in case of the ball and

UðxÞ ¼ 4x21 � 3x22 � x23 in case of the gearwheel. The eigenvalue in

case of the spherical harmonic is given by k ¼ �3=5. The numerical

results are tabulated in Tables 7–9 for the unit sphere and in Tables

10–12 for the gearwheel.

The potentials are evaluated in the same points as in the previ-

ous examples, i.e. in 1793 points within the unit ball and in 648

points within the gearwheel. The related errors are found again

in the columns entitled ‘‘‘1-error’’. For the unit sphere, we also give

the L2-error of the approximate density in the columns entitled

‘‘L2-error’’. Again, all methods produce essentially the same rates

of convergence. In case of the sphere, the expected rate of conver-

gence 2�2J for the potential error and the rate of convergence 2�J

for the density error are achieved, as visualized in Fig. 8.11. In case

of the gearwheel, the rate of convergence for the potential error is

again slightly reduced, see Fig. 8.12.

For the double layer operator, we have also to approximate the

upper triangular part of the system matrix since no symmetry can

be exploited. This leads to a higher storage consumption. In partic-

ular, we observe that the computational effort of the cluster meth-

ods is again mainly driven by the near-field computation. It

becomes expensive due to the level dependent increase of accu-

racy. On the other hand, the accuracies increase much slower, so

that a polynomial degree of p ¼ 3 is sufficient on all levels for

the FMM to achieve comparable errors. Thus, in the numerical re-

sults, found in the Table 8 for the unit sphere and in the Table 11

for the gearwheel, we clearly see the expected linear behavior of

the FMM for the fixed polynomial degree in the far-field and the

solution times.

For the ACA on the unit sphere, we have a drastic increase from

level eight to nine in the memory per degree of freedom to obtain

an error of the same order of magnitude as the other methods. On

the gearwheel geometry, the ACA benefits from the occurring zero

blocks of the double layer operator. They appear due to the fact

that many patches of the gearwheel lie on a common hyperplane

and the kernel becomes zero since ny ? ðx� yÞ for all x and y in

this hyperplane. In such blocks, the ACA truncates in the first step

without storing anything. This is in contrast to the representation

of the other two methods. However, despite this improvement of

the compression rate, both, the WGS and the FMM, still have a

smaller storage consumption.

9. Conclusion

In this article, fast boundary element methods for parametric

surfaces have been presented and compared. The WGS was already

available for parametric surfaces (see [10,24]) since the construc-

tion of wavelets relies on such surfaces. The interpolation based

FMM yields an extremely efficient far-field approximation since

only the cluster bases on the interval have to be provided. The

ACA for parametric surfaces works also for kernels which involve

geometrical entities like normals or tangents.

The numerical experiments show that the WGS yields superior

compression rates of the system matrix. Indeed, the numbers of

relevant matrix coefficients are less or equal to the numbers of

near-field coefficients of the cluster methods. The FMM and the

ACA behave comparable to each other, which is no surprise due

to Remark 6.3. Nevertheless, the computation of the far-field and

its storage is much more efficient in the FMM in comparison with

the ACA, but the matrix–vector multiplication and, thus, the solu-

tion time is slower.

The drawback of the WGS is the complicated numerical quadra-

ture. Here, quadrature formulae are required which compute the

integrals on the coarse levels with high accuracy.

Appendix A

Usually, for fast boundary element methods, it is assumed that

the kernel is asymptotically smooth in the space. This means

Table 12

Results of the ACA for the double layer equation on the gearwheel.

J N lfull lnear ‘1-error tnear
(s)

tfar
(s)

tsolve
(s)

#iter

1 1344 1344 1344 4:680 � 10�1 1 < 1 < 1 15

2 5376 801 149 1:706 � 10�1 3 7 < 1 16

3 21504 1050 145 4:160 � 10�2 58 22 1 16

4 86016 1604 144 1:172 � 10�2 638 116 5 15

5 344064 2421 144 5:258 � 10�3 3108 653 26 15

6 1376256 3230 144 3:718 � 10�3 23796 3850 117 15

Fig. 8.11. Errors for the double layer equation on the sphere, ‘1-error (left) and L2-error (right).
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j@ax@b
ykðx; yÞj 6 ck

ðjaj þ jbjÞ!
rjajþjbj
k

kx� yk�2�2q�jaj�jbj
2 ð10:25Þ

for some constants ck > 0 and rk > 0 which are independent of a
and b.

We show in the following theorem that the decay estimate

(10.25) implies the condition (3.5) provided that the parameteriza-

tion is piecewise analytically.

Theorem 9.1. Let the kernel function kðx; yÞ fulfill the decay estimate

(10.25) and let the parameterizations ci and ci0 be analytic functions.

Then, for all i; i0 ¼ 1;2; . . . ;M, there exist constants Ri;i0 > 0 and c > 0

such that the transported kernel (3.4) satisfies the estimate

j@as@b
t ki;i0 ðs; tÞj 6 ck

ðjaj þ jbjÞ!
R
jajþjbj
i;i0

kjikL1ð�Þkji0kL1ð�Þ

kciðsÞ � ci0 ðtÞk
2ð1þqÞþjajþjbj
2

ð10:26Þ

uniformly for all a; b provided that 2þ 2qþ jaj þ jbj > 0.

Proof. For the following, it is convenient to compute an estimate

of

~ki;i0 ðs; tÞ :¼ k ciðsÞ; ci0 ðtÞð Þ:

To this end, without the loss of generality, we assume that the

boundary C is scaled such that diamðCÞ 6 1 and thus

kcikL1ð�Þ 6 1; kci0kL1ð�Þ 6 1: ð10:27Þ

Then, the partial derivatives of ~ki;i0 ðs; tÞ can be expressed in terms of

the Faa di Bruno formula (see [8]) in accordance with

@as@
b
t
~ki;i0 ðs; tÞ ¼

X

16ja0 j6jaj
16jb0 j6jbj
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ð10:28Þ

with multi-indices a; b 2 N
2 and a0; b0 2 N

3. Moreover, the set

pða;a0Þ is given by

pða;a0Þ :¼ ðla; maÞjaja¼1 2 ðN3;N2Þjaj with
X

a

la ¼ a0 and

(

X

a

jlajma ¼ a : there exists an s 2 ½1; jajÞ

such that jlaj ¼ jmaj ¼ 0 81 6 a 6 s and

jlaj– 0 8 sþ 1 6 a 6 jaj ^ 0 
 msþ1 
 � � � 
 mjaj

)
:

Here, the relation m 
 m0 means either jmj < jm0j or, if jmj ¼ jm0j, it de-
notes the lexicographical order which means in the present two-

dimensional setting m1 < m01.
Since the parameterizations are analytic and in view of our

scaling (10.27), the Cauchy integral formula, cf. [1], implies

@asciðsÞ
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j
6
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qjaj
i

; @b
t ciðtÞ

� �
j
6

b!

qjbj
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; j ¼ 1;2;3 ð10:29Þ

for some qi; qi0 2 ð0;1�. Inserting these estimates into (10.28) yields

j@as @b
t
~ki;i0 ðs; tÞj 6

X

16ja0 j6jaj
16jb0 j6jbj

j@a0x @b0

y
~ki;i0 ðs; tÞj

X

pða;a0Þ
a!
Yjaj

a¼1

q�jma jjla j
i

la!

 !

�
X

pðb;b0Þ
b!
Yjbj

b¼1

q�jmb jjlb j
i0

lb!

0
@

1
A

¼ a!b!

qjaj
i q

jbj
i0

X

16ja0 j6jaj
16jb0 j6jbj

j@a0x @b0

y
~ki;i0 ðs; tÞj

X

pða;a0Þ

Yjaj

a¼1

1

la!

X

pðb;b0Þ
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lb!
:

We shall next determine upper bounds of the two last terms of this

expression. To this end, we employ the identity

X

pða;a0Þ

Yjaj

b¼1

1

lb!
¼ jsþða;a0Þj

a0!

provided by [8], where

sþða;a0Þ :¼ g1; . . . ;gja0 j

� �
: jgaj – 0 and

X

a

ga ¼ a

( )
:

To bound the cardinality of the set sþða;a0Þ we use the estimates for

the number of weak integer compositions, cf. [17], in each of the

two components of a ¼ ða1;a2Þ. This yields the trivial combinatorial

estimate

jsþða;a0Þj 6 a1 þ ja0j � 1

ja0j � 1

	 

a2 þ ja0j � 1

ja0j � 1

	 

6 2jajþ2ðja0 j�1Þ:

Thus, we arrive at
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By inserting the assertion (10.25), we deduce
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:

Since diamðCÞ 6 1, we find

1
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2ð1þqÞþja0 jþjb0 j
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6
1
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ð10:30Þ

for all ja0j 6 jaj; jb0j 6 jbj and s; t 2 �. Thus, it holds

Fig. 8.12. ‘1-error for the double layer equation on the gearwheel.
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:

Altogether, this yields
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: ð10:32Þ

Now, we can easily estimate the decay of the transported kernel

function (3.4) by the Leibniz formula. It holds

@as@
b
t ki;i0 ðs; tÞ ¼

X

a06a
b06b

a
a0

� � b

b0

	 

@a

0

s @
b0

s
~ki;i0 ðs; tÞ@a�a

0

s jiðsÞ@b�b0

t ji0 ðtÞ:

ð10:33Þ
Since the surface measures are analytic, we can estimate them also

by the Cauchy integral formula. It is

j@asjiðsÞj 6
a!

~qjaj
i

kjikL1ð�Þ; j@b
tji0 ðtÞj 6

b!

~qjbj
i0

kji0kL1ð�Þ

for some ~qi; ~qi0 > 0. We insert these estimates into (10.33) and

arrive at

j@as@b
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i0

:

Next, we use (10.32) to replace the derivatives @a
0

s @
b0

s
~ki;i0 ðs; tÞ which,

in view of (10.30) and with Ri;i0 :¼ minfqi;qi0 ; ~qi; ~qi0 ;1g, leads to
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The sum remaining sum can be estimated via

X
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For q ¼ 48=ðRi;i0 rkÞ, we have

48

48� Ri;i0rk

 !4

6 2:

With the help of (10.31), it finally follows
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:

This is the desired estimate (10.26). h
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